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Abstract 

Generative AI’s capacity to simulate communication, concern, and competence has created new 
frontiers of deception online. This is particularly troubling in the case of botnets and AI companions, 
growing industries that have so far escaped serious regulatory scrutiny. While early iterations of 
conversational AI blurred the line between entertainment and actual expression or emotional 
support, many current models promise both. There are ample grounds for consumer protection 
authorities to impose persistent disclaimers on such technologies, to require licensure for their 
distribution, or to ban them. 
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